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Abstract

In this paper, we present a fast monocular depth esti-
mation method for enabling 3D perception capabilities of
low-cost underwater robots. We formulate a novel end-to-
end deep visual learning pipeline named UDepth, which
incorporates domain knowledge of image formation char-
acteristics of natural underwater scenes. First, we adapt
a new input space from raw RGB image space by exploit-
ing underwater light attenuation prior, and then devise a
least-squared formulation for coarse pixel-wise depth pre-
diction. Subsequently, we extend this into a domain pro-
jection loss that guides the end-to-end learning of UDepth
on over 9K RGB-D training samples. UDepth is de-
signed with a computationally light MobileNetV2 backbone
and a Transformer-based optimizer for ensuring fast infer-
ence rates on embedded systems. By domain-aware de-
sign choices and through comprehensive experimental anal-
yses, we demonstrate that it is possible to achieve state-
of-the-art depth estimation performance while ensuring a
small computational footprint. Specifically, with 70%-80%
less network parameters than existing benchmarks, UDepth
achieves comparable and often better depth estimation per-
formance. While the full model offers over 66 FPS (13 FPS)
inference rates on a single GPU (CPU core), our domain
projection for coarse depth prediction runs at 51.5 FPS
rates on single-board NVIDIA™ Jetson TX2s. The infer-
ence pipelines are available at https://github.com/
uf-robopi/UDepth.

1. Introduction

Underwater depth estimation is the foundation for nu-
merous marine robotics tasks such as autonomous map-
ping and 3D reconstruction [13], visual filtering [36], track-
ing and servoing [61, 55], navigation [70, 56], photometry
and imaging technologies [1], and more. Unlike terrestrial
robots, visually guided underwater robots have very few
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Figure 1: The proposed UDepth learning pipeline uses the
wavelength-dependent attenuation constraints of underwa-
ter domain for an intelligent input-space adaptation from
raw RGB images. A computationally light domain projec-
tion step then approximates a coarse depth map. The in-
termediate projections and other pixel-level loss functions
guide the end-to-end training of UDepth for fine-grained
depth estimations.

low-cost solutions for dense 3D visual sensing because of
the high cost and domain-specific operational complexities
involved in deploying underwater LiDARs [81, 49], RGB-D
cameras [45], or laser scanners [50]. Fast monocular depth
estimation thus plays a critical role in enabling real-time
3D robot perception and state estimation for important ap-
plications such as subsea monitoring and inspection [63],
autonomous exploration [23], and companion robotics [34].

Traditional approaches for underwater depth estimation
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either use active photon counting on Time-of-flight (ToF)
cameras [47] or geometric model adaptation on structure
light [48, 43]. Standard depth cameras [45] with water-
housing and echo-sounders [61] are also common to ac-
quire underwater scene depths up-to-scale. However, ac-
curate sensory integration and backscatter filtering are ma-
jor challenges in their field deployments. Another class
of approaches holistically evaluates the physical properties
of the optics for depth estimation; i.e., they approximate
the medium transmission rate, background light, and atten-
uation coefficient following an underwater image forma-
tion model (IFM) [76, 52, 57, 9], and subsequently esti-
mate depth for each pixel. These methods work reasonably
well on clear/non-turbid water-bodies (e.g., Ocean Type I-
II) [66], and are particularly suitable for offline image pro-
cessing tasks. However, their generalized end-to-end imple-
mentations are rather difficult due to the optical parameters’
dependency on wavelength and water-body properties [1].

In recent years, deep visual learning-based methods
are used to address these problems with remarkable suc-
cess [29, 74]. These data-driven methods heavily rely on
large-scale datasets, hence researchers often synthetically
generate training images [80, 79, 11] due to the lack of
RGB-D ground truths for underwater scenes. However,
such training pipelines cannot fully capture the complex
underwater scene geometry and image statistics, restrict-
ing their performance and applicability for practical appli-
cations. Additionally, their learning objectives are generally
adopted from standard terrestrial depth estimation pipelines
or coupled with in-air RGB-D image pairs [74, 28]. Conse-
quently, underwater domain knowledge is not incorporated
into their learning processes, which leads to poor general-
ization performance.

In this paper, we formulate a robust and efficient end-to-
end model named UDepth, for fast monocular depth esti-
mation by incorporating underwater domain knowledge into
its supervised learning pipeline. We adapt a new input space
RMI for underwater domain-aware learning, which consists
of red channel (R), maximum of green and blue channels
(M), and grayscale intensities (I). Due to the wavelength-
dependent attenuation constraints of underwater light prop-
agation, the relative differences between R and M channels
embed useful scene depth information while the I channel
preserves structural contents of the image. Based on RMI,
we design a computationally light projection step for pixel-
wise coarse depth prediction by a least-squared formula-
tion. We further devise a domain projection loss to en-
force the pixel-wise underwater attenuation constraints in
the holistic learning process as well.

The proposed UDepth model architecture consists of the
highly efficient MobilenetV2 backbone, a lightweight Vi-
sion Transformer (mViT)-based global attention module,
and a convolutional regressor for fine-grained depth esti-

mation. The end-to-end inference graph of UDepth has
only 15.6M parameters, which is about 80% less than Ad-
abins [7] and 66% less than DenseDepth [3] - two of its
closest competitor baselines. As a result, UDepth offers
significantly faster inference rates: over 66.7 FPS on a
NVIDIA™ RTX 3080 and 13.3 FPS on an Intel™ Core
i9-3.50GHz CPU core. With comprehensive domain-aware
learning on 9223 RGB-D pairs of natural underwater sch-
enes from USOD10K datset [33], UDepth achieves SOTA
performance on standard benchmarks despite having such a
light architecture. Moreover, we demonstrate that UDepth
offers better generalization performance on arbitrary test
cases from Sea-Thru dataset [2] and real-world field exper-
imental data.

Furthermore, we demonstrate that our domain projec-
tion module with subsequent filtering can be used for coarse
depth prediction on low-power embedded devices. Specif-
ically, it runs at 51.5 FPS on NVIDIA™ Jetson TX2s and
7.92 FPS on Raspberry Pi-4s. More importantly, visual re-
sults on field experimental data suggest that its coarse pre-
dictions are reasonably accurate and can be used for on-
board 3D perception by low-cost underwater robots.

2. Background & Related Work

2.1. Monocular Depth Estimation Literature

Traditional methods for monocular depth estimation [25,
24] focus on graphical models with hand-crafted geomet-
ric priors based on the concepts of structure-from-motion,
stereo vision, and multi-view feature matching. These
classical methods require multi-view correspondences and
significant computational power, yet only generate sparse
depth information. Such difficulties have paved the way for
powerful deep visual learning-based methods [77], which
can learn to infer dense depth maps from single RGB im-
ages in an end-to-end manner. The state-of-the-art (SOTA)
methods of the modern era for monocular depth estimation
can be classified as supervised, semi-supervised, and unsu-
pervised approaches.

2.1.1 Supervised Methods

With large-scale paired datasets generated by RGBD cam-
eras, supervised training pipelines of fully-convolutional
networks (FCNs) have dominated the SOTA performance
over the past decade [77]. The prototypical model archi-
tectures adopt progressively upsampled feature representa-
tions [20, 59], dilated convolutions [54], or parallel multi-
scale feature aggregation [39, 42] to learn fine-grained
depth predictions from RGB images. More recent architec-
tures integrate high-resolution representation with multiple
lower-resolution refined feature maps [19, 18] to improve
the local structural details of the prediction. In recent years,



various Vision Transformer (ViT) [67]-based spatial atten-
tion blocks [7, 58] are incorporated to ensure global context
awareness. Notable objective functions used by these net-
works are the reverse Huber loss [84], classification and or-
dinal regression loss [20, 8], pairwise ranking loss [71], and
other adaptive weighting or density losses [7, 40].

2.1.2 Semi-supervised and Unsupervised Methods

The unsupervised learning methods avoid the need for
large-scale paired data by inferring scene depth from two
or more RGB images by exploiting their inherent geometric
constraints [78]. Contemporary methods take stereo image
pairs [22, 24] or consecutive frames from video [82, 25] as
inputs, combined with geometric view reconstruction [68,
53] or camera pose estimation [26] to achieve dense monoc-
ular depth prediction. In recent years, attention mecha-
nisms are coupled into such networks to preserve the in-
herent spatial details of the predicted depth map [12, 72].
Practical loss functions such as left-right disparity consis-
tency loss [24, 73], photometric loss [75], and symmetry
loss [83] are generally utilized in these networks as learn-
ing objectives. On the other hand, to get more scale in-
formation while avoiding costly ground truth, researchers
proposed semi-supervised learning methods by combining
multiple training stages [46, 27] or training loss terms [37]
of supervised and unsupervised learning. The left-right con-
sistency loss [4], mutual distillation loss [6], and teacher-
student learning strategies [10] are also introduced into
semi-supervised learning pipelines with inspiring results for
robust monocular depth estimation.

2.2. Depth Estimation on Underwater Imagery

SOTA monocular depth estimation methods are not di-
rectly applicable off-the-shelf to underwater imagery due to
their domain-specific image formation characteristics and
scene geometry [1, 16]. Researchers have addressed this in
many ways, which can be categorized into active or pas-
sive approaches. Prominent active approaches use time-
correlated single-photon counting on ToF cameras [47] or
3D model adaptation on structure light [48, 43]. On the
other hand, passive estimation methods incorporate domain
knowledge either following a physics-based IFM or from
large-scale data; these models are more popular for their op-
erational simplicity. While atmospheric models were used
by early methods [14], contemporary approaches generally
adopt the Jaffe-McGlamery underwater IFM [69] to esti-
mate the depth map from the medium transmission map,
i.e., the fraction of scene radiance that reaches the camera
after absorption and scattering.

The medium transmission map is generally estimated by
using the concepts of dark channel prior (DCP) [30], of-
ten adapted for underwater scenes as UDCP (underwater

DCP) [17], red-channel compensation [21], etc. Blurri-
ness and illumination information are also used to approx-
imate the transmission map and background light first, and
then depth maps are estimated by following the IFM [76,
52, 57, 9]. Hence, depth map estimation from the Jaffe-
McGlamery model or following the (more comprehensive)
revised IFM [1, 2] requires accurate estimation of back-
ground light, transmission map, and water-body parame-
ters. However, these parameters are not always known; in
fact, they are estimated by using noisy depth priors for im-
age enhancement and color correction [5, 65].

A practical alternative is to apply transfer learning on
SOTA deep visual models for fast monocular depth estima-
tion. The idea is to take advantage of large-scale terrestrial
RGB-D datasets for pre-training, and then tune the model
weights on limited underwater data. The most commonly
adopted models are the Monodepth2 [25], AdaBins [7], var-
ious U-Net [60] based architectures (e.g., with VGG en-
coder [64, 38] or ResNet50 encoder [32]), and GANs [29].
Contemporary researchers have also proposed hybrid train-
ing pipelines where in-air (i.e., terrestrial) RGB-D pairs
drive the supervised training, while the domain (i.e. under-
water) data is used in a self-supervised manner simultane-
ously [74, 28]. Despite some early success of these exist-
ing approaches, several important aspects of (i) incorporat-
ing useful domain knowledge into comprehensive training
pipelines, (ii) learning depth prediction from large-scale un-
derwater RGB-D data, and (iii) computational feasibility
analysis for robot vision - are not explored in the literature.

3. Proposed Learning Pipeline
3.1. New Input Space Adaptation: RMI

Although the wavelength-dependency of atmospheric
light attenuation and scattering are negligible, they impact
underwater image formation significantly. According to the
Jaffe-McGlamery underwater IMF [69], an observed image
Uλ(x) can be expressed as:

Uλ(x) = Iλ(x) · tλ(x) + Bλ · (1− tλ(x)), (1)

where λ ∈ {R,G,B} is the wavelength component, Iλ(x)
is the clear latent image, Bλ denotes the global background
light, and tλ(x) represents the medium transmission rate.
The tλ(x) is a function of pixel depth d(x) and medium
attenuation coefficient βλ, defined as: tλ(x) = e−βλ·d(x).

Many contemporary works use priors like DCP [30] or
UDCP [17] to approximate tλ(x) and estimate coarse scene
depth d(x). Since red wavelength suffers more aggressive
attenuation underwater, techniques such as underwater light
attenuation prior (ULAP) [66] and red-channel compensa-
tion [21] can exploit the R channel values to further refine
the depth prediction. As illustrated in Fig. 2, the relative dif-
ferences between {R} and {G, B} channel values encode
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Figure 2: Red light has the largest wavelength and thus gets attenuated the most underwater [66, 17]. Differences in R and M=max{G,B}
values vary proportionately with pixel distances, as demonstrated by six 20× 20 RoIs selected on the left image. We exploit this domain-
specific attenuation constraint with a linear estimator for coarse depth predictions, which can be further filtered for smoothing; an example
is shown on the right. Such abstract projection is the basis of our domain projection loss that guides UDepth learning.

useful depth information for a given pixel. In this paper,
we exploit these inherent relationships and demonstrate that
RMI≡{R, M=max{G,B}, I (intensity)} is a significantly
better input space for visual learning pipelines of underwa-
ter monocular depth estimation models.

3.2. Network Architecture: UDepth Model

As illustrated in Fig. 3, the network architecture
of UDepth model consists of three major compo-
nents: a MobileNetV2-based encoder-decoder backbone, a
transformer-based refinement module (mViT), and a convo-
lutional regressor. These components are tied sequentially
for the supervised learning of monocular depth estimation.

3.2.1 MobileNetV2 backbone

We use an encoder-decoder backbone based on Mo-
bileNetV2 [62] as it is highly efficient and designed for
resource-constrained platforms. It is considerably faster
than other SOTA alternatives with only a slight compromise
in performance, which makes it feasible for robot deploy-
ments. It is based on an inverted residual structure with
residual connections between bottleneck layers [62]. The
intermediate expansion layers use lightweight depthwise
convolutions to filter features as a source of non-linearity.
The encoder contains a series of fully convolution layers
with 32 filters, followed by a total of 19 residual bottleneck
layers. We adapt the last convolutional layer of decoder so
that it finally generates 48 filters of 320 × 480 resolution,
given a 3-channel RMI input.

3.2.2 mViT refinement

Transformers can perform global statistical analysis on im-
ages, solving the problem that traditional convolution mod-
els can only handle pixel-level information [15]. Due to
the heavy computational cost of Vision Transformers (ViT),
we adopt a lighter mViT architecture inspired by [7]. The
48 filters extracted by the backbone are 1 × 1 convolved
and flattened to patch embeddings, which serve as inputs

to the mViT encoder. Those are also fed to a 3 × 3 con-
volutional layer for spatial refinements. The 1 × 1 convo-
lutional kernels are subsequently exploited to compute the
range-attention maps R, which combines adaptive global
information with local pixel-level information from CNN.
The other embedding is propagated to a multilayer percep-
tron head with ReLU activation to obtain a 80-dimensional
bin-width feature vector fb.

3.2.3 Convolutional regression

Finally, the convolutional regression module combines the
range-attention maps R and features fb to generate the final
feature map f . To avoid discretization of depth values, the
final prediction of depth map D is computed by the linear
combination of bin-width centers (f̄b), which is given by:
d̂ =

∑
k

¯fbk σ(Rk).

3.3. Objective Function Formulation

Pixel-wise depth losses. We use two pixel-wise supervised
loss functions: i) the L2 loss, and ii) a scaled version of
the Scale-Invariant Log (SILog) loss introduced by Eigen et
al. [19]. These are defined as follows:

L2 = E
[∥∥di − d̂i∥∥2], (2)

LSILog = α

√
1

T

∑
i

g2i −
λ

T 2
(
∑
i

gi)2. (3)

Here, gi = log d̂i − log di where d̂ is the predicted depth,
d is the ground truth depth, and T denotes the number of
pixels having valid ground truth values. Inspired by [7], we
use λ = 0.85 and α = 10 in our implementation.
Domain projection loss. We formulate a novel domain pro-
jection loss function based on our input space calibration.
Following our discussion in Sec. 3.1 and Fig. 2, we express
the R-M relationship with the depth of a pixel x with a lin-
ear approximator as follows:

d̃(x
∣∣R,M) = µ0 + µ1R(x) + µ2M(x). (4)
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Figure 3: The end-to-end learning pipeline of our proposed UDepth model is shown. Raw RGB images are first pre-processed
to map into RMI input space, then forwarded to the MobileNetV2 backbone for feature extraction. Those features are
refined by a transformer-based optimizer (mViT), followed by a convolutional regressor to generate the single channel depth
prediction. The learning objective involving pixel-wise losses and a domain projection loss is formulated in Eq. 7.

Then, we find the least-squared solution µ∗ on the entire
RGB-D training pairs, which is over 2.8 billion pixels (9229
images of 640× 480 resolution) by optimizing:

µ∗ = arg min
µ

∑
i,x

∥∥di(x)− d̃(x
∣∣Ri,Mi)

∥∥2
2
. (5)

We find µ∗ = [0.496,−0.389, 0.464] in our experiments
on USOD10K dataset [33] (see Sec. 4.1). Here, our goal
is to use the optimal µ-space for regularization, we penalize
any pixel-wise depth predictions that violate the underwater
image attenuation constraint defined by Eq. 4. We achieve
this by the following projection error function:

L⊥ = E
[
Πµ∗

(
d̃i(R,M)− d̂i)

)]
(6)

End-to-end objective. Finally, the end-to-end learning ob-
jective of our proposed UDepth pipeline is formulated as:

LUDepth = λ2 L2 + λS LSILog + λ⊥ L⊥. (7)

In Eq. 7, we find the λ-parameters empirically through
hyper-parameters tuning. The optimal values used in
UDepth training are: λ2 = 0.3, λS = 0.6, and λ⊥ = 0.1.

4. Experiments
4.1. Datasets and Evaluation Metrics

4.1.1 Training and evaluation data

We use the USOD10K dataset [33] in our experiments; it
contains RGB images and ground truth depth maps for var-
ious underwater scenes captured at a pixel resolution of
640× 480. The dataset contains 9229 training samples and
1026 testing samples. We also use benchmark images from
the Sea-Thru dataset [2] for performance evaluation. More-
over, we test UDepth model on unseen field data collected
during oceanic explorations and human-robot collaborative
experiments.

4.1.2 Evaluation metrics

We use four standard metrics [19] to compare our method
against other SOTA models. These error metrics are defined
as follows:

• Mean absolute relative error (Abs Rel): 1
n

∑n
p
|dp−d̂p|

d ,

• Squared relative error (Sq Rel): 1
n

∑n
d
||dp−d̂p||2

d ,

• Root mean squared error (RMSE):√
1
n

∑n
d (dp − d̂p)2,

• log10 error: 1
n

∑n
d | log10 (dp)− log10 (d̂p)|,

Where dp is a pixel in depth image d, d̂p is a pixel in the
predicted depth image d̂, and n is the total number of pixels
in d (as well as d̂).

4.2. Implementation Details

UDepth training is supervised by RGB-D image pairs of
natural underwater scenes; the RGB color images are pre-
processed to prepare RMI input images and the respective
D channel depth maps serve as ground truth. A total of
7383 images in the USOD10K training dataset are used for
training and the remaining 1846 images are used for valida-
tion. We use Pytorch libraries [51] to implement its learn-
ing pipeline; AdamW [44] is used as the optimizer with an
initial learning rate of 0.0001 and exponential decay adjust-
ment with a multiplicative factor of 0.9. With a batch size
of 4, Udepth training takes about 5 minutes per epoch on a
single node with NVIDIA™ RTX 3080 GPU. It has about
15.5M parameters in total: 3.5M for the MobileNetV2 en-
coder, 10.9M for the decoder, and 1.1M for the mViT-based
refiner and the convolutional regressor combined.

4.3. Qualitative and Quantitative Evaluation

For baseline performance comparison, we consider the
following five models that are widely used for supervised
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Figure 4: A few qualitative comparisons are shown for underwater scene depth estimation by UDepth and SOTA monocular
depth estimation models on USOD10K test set [33]. As seen, UDepth infers accurate and consistent depth predictions across
various waterbody, attenuation levels, and lighting conditions. UDepth offers comparable and often better performance than
its closest competitor baseline Adabins, while offering 5× faster inference and memory efficiency.

learning of monocular depth estimation: VGG-UNet [64,
60], ResNet-UNet [32, 60], Adabins [7], DesneDepth [3],
and MobileNetV2 [62]. We train these models by follow-
ing their recommended settings on the same pipeline and
train-validation data splits as UDepth. The qualitative per-
formances of all these models for some samples are illus-
trated in Fig. 4, while the quantitative results are listed in
Table 1-2.

The two major findings of our experimental analyses are
as follows: (i) All models exhibit consistently better re-
sults across almost all metrics when trained on the RMI
space instead of raw RGB inputs, which validates our con-
tribution to domain-aware input space adaptation. (ii) The
proposed UDepth model outperforms VGG-UNet, ResNet-
UNet, DesneDepth, and MobileNetV2 regardless of using
RMI or RGB input space. On some metrics, the SOTA
model Adabins achieves better scores and generate more
accurate visual results. However, Adabins is a signifi-
cantly heavier model with 78M+ parameters compared to
UDepth, which has only 15.5M parameters. Hence, our de-
sign choices enable UDepth to achieve comparable and of-
ten better depth estimation performance than Adabins, de-
spite being over 5× more efficient (at only 20% computa-
tional cost).

The qualitative results corroborate our analyses; as the
visual comparisons of Fig. 4 illustrate, the output of UDepth
and Adabins are more accurate and consistent with the un-
derwater scene geometry. Udepth does a particularly better
job at removing background regions and predicting fore-

Table 1: Quantitative comparison for underwater scene
depth estimation performance by UDepth and other SOTA
models on USOD10K test set [33]. Here, lower scores rep-
resent better performance for all metrics in consideration.

Model Abs Rel Sq Rel RMSE log10
VGG-UNet (RGB) 0.939 0.183 0.150 0.199
VGG-UNet (RMI) 0.886 0.180 0.150 0.197
ResNet50-UNet (RGB) 0.875 0.171 0.152 0.200
ResNet50-UNet (RMI) 0.847 0.164 0.154 0.204
AdaBins (RGB) 0.617 0.097 0.109 0.154
AdaBins (RMI) 0.613 0.090 0.108 0.153
DenseDepth (RGB) 1.178 0.254 0.168 0.219
DenseDepth (RMI) 1.128 0.241 0.170 0.220
MobileNetV2 (RGB) 0.858 0.156 0.134 0.183
MobileNetV2 (RMI) 0.790 0.144 0.136 0.184
UDepth (RGB) 0.809 0.147 0.129 0.176
UDepth (RMI) 0.681 0.123 0.143 0.188

ground layers up to scale. Moreover, UDepth demonstrates
much better generalization performance compared to other
SOTA models, as evident from the results in Table 2. Here,
we use the D3 (reef) scenes from the Sea-Thru dataset [2]
for testing only. While Adabins offers good results, UDepth
achieves significantly better results across all metrics on un-
seen test cases. In comparison, DenseDepth model shows
slightly better performance on unseen underwater images;
however, with 42.6M parameters, it is about 3× computa-
tionally heavier. UDepth’s superior performance, particu-
larly for background segmentation and depth continuity on
unseen natural underwater scenes are illustrated in Fig. 5.



Table 2: Quantitative performance comparison on Sea-thru
(D3) dataset [2] (same models and metrics in consideration
as Table 1).

Model Abs Rel Sq Rel RMSE log10
VGG-UNet (RGB) 1.402 0.680 0.439 0.359
VGG-UNet (RMI) 1.271 0.563 0.399 0.337
ResNet50-UNet (RGB) 1.272 0.563 0.397 0.335
ResNet50-UNet (RMI) 1.206 0.613 0.420 0.352
AdaBins (RGB) 1.314 0.663 0.441 0.356
AdaBins (RMI) 1.258 0.617 0.426 0.346
DenseDepth (RGB) 1.073 0.448 0.366 0.312
DenseDepth (RMI) 1.092 0.470 0.370 0.312
MobileNetV2 (RGB) 1.196 0.565 0.408 0.337
MobileNetV2 (RMI) 1.170 0.547 0.400 0.329
UDepth (RGB) 1.304 0.653 0.440 0.355
UDepth (RMI) 1.153 0.514 0.388 0.321

RGB

Adabins DenseDepth UDepthRGB

Figure 5: A few qualitative comparisons for generaliza-
tion performance of UDepth with its two best competitors:
Adabins and DenseDepth are shown. These underwater
test images are randomly selected from various benchmark
datasets [35, 41].

Table 3: Comparison of model parameters, model sizes, and
inference rates for three best performing models: on a CPU
(Intel™ Core i9-3.50GHz) and a GPU (NVIDIA™ RTX
3080).

Model # Params Memory FPS (CPU) FPS (GPU)
Adabins 78.0 M 313.8 MB 1.98 33.70
DenseDepth 42.6 M 178.3 MB 3.06 52.34
UDepth 15.6 M 62.7 MB 13.50 66.23

4.4. Coarse Depth Estimation by Domain Projection

We further compare the computational efficiency of
UDepth with Adabins and DenseDepth in Table 3. UDepth
is 3-5 times memory efficient and offers 4.4-6.8 times faster
inference rates, with over 66 FPS inference on a single
RTX-3080 GPU and over 13.5 FPS on CPUs. More im-

Figure 6: A few demonstrations of fast coarse depth predic-
tion by our domain projection step are shown in comparison
with the final UDepth estimations. The domain projection
facilitates an abstract yet reasonably accurate depth prior,
which can be used for fast decision-making by underwater
robots.
portantly, we can extend our domain projection step with
guided filtering [31] for fast coarse depth prediction on low-
power embedded devices. We performed thorough evalua-
tions on field experimental data, which suggest that these
abstract predictions are reasonable approximations of natu-
ral underwater scene depths. As shown in Fig. 6, the filtered
domain projections embed useful 3D information about the
scenes to facilitate high-level decision-making by visually-
guided underwater robots. The end-to-end domain projec-
tion and filtering module generates depth maps at 51.5 FPS
rate on NVIDIA™ Jetson TX2s and on 7.92 FPS rate on
Raspberry Pi-4s.

5. Conclusion

Fast monocular depth estimation can facilitate real-
time 3D perception capabilities of autonomous underwater
robots. In this work, we propose a deep supervised learn-
ing pipeline that includes: (i) a domain-aware input space
adaptation based on underwater light attenuation charac-
teristics of light propagation; (ii) a least-squared formula-
tion of the attenuation constraints for domain projection of
coarse underwater scene depth; and (iii) an efficient deep
visual model named UDepth, which can be trained by that
domain projection loss and other pixel-level losses for fine-
grained monocular depth estimation. The UDepth model is
designed with MobileNetV2 backbone and a Transformer-
based optimizer to be able to learn an efficient and ro-
bust solution for embedded devices. Experimental results
show that with only 20% computational cost, UDepth of-
fers comparable and often better depth estimation perfor-
mance than SOTA models on benchmark datasets and arbi-
trary test cases. The domain projection with additional fil-
tering also provides a fast solution for low-powered robots.
In the future, we plan to extend UDepth’s capabilities to-
ward self-supervised depth estimation and depth-guided im-
age enhancement for real-time underwater robot vision.
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